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Abstract

In recent years, cities in both the U.S. and globally are adopting 
energy disclosure policies to better understand, and eventually 
improve, the condition of existing building stocks. Statistical 
methods have been widely adopted for building energy bench-
marking, replacing or supplementing traditional engineering 
approaches. Although conceptually correct, we find state-of-
the-art benchmarking tools to be flawed in various aspects, from 
data quality to model robustness and generalizability. In this 
work, we focus on ENERGY STAR® scoring, the prevalent energy 
benchmarking tool in the United States. Specifically, we show  
that the ENERGY STAR’s models trained on nationwide samples  
are not able to generalize when applied to city-specific data,  
leading to estimates with significant uncertainty. We identify  
the factors resulting in this failure and propose a conceptual  
onto logy for the next generation city energy benchmarking,  
built on more contextualized statistical learning algorithms  
and market-specific data sources.

REVISING CITY ENERGY PERFORMANCE 
GRADING: THE INADEQUACY OF  
CURRENT STANDARDS AND THE PROMISE 
OF BIG DATA
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Introduction

Building energy benchmarking refers to the process of 
assessing the energy performance of buildings compared 
to their peers, with the goal of motivating performance 
improvement (Pérez-Lombard et al., 2009). Both globally 
and in the US, there is a plethora of local governments 
that have passed energy benchmarking and disclosure 
laws aiming to understand urban energy use (Palmer and 
Walls, 2017). Benchmarking laws require building owners 
to annually report their energy use, adding transparency 
to energy-saving opportunities (Kontokosta, 2013). These 
data, some of the most robust building energy information 
resources available, are being used to quantify overall 
building energy efficiency and, increasingly, to study how 
buildings perform with respect to their peers.

Although benchmarking data have been used in predictive 
urban energy consumption models (Robinson et al,. 2018; 
Kontokosta & Tull, 2017), assessment of implemented 
energy policies (Meng et al., 2017), or energy performance 
pattern recognition over time (Papadopoulos et al., 2018a), 
their potential for developing contextualized building energy 
performance grading schemes has not yet been explored 
extensively. Building energy performance grading, and par-
ticularly its public display that has been recently adopted by 
New York City (The New York City Council, 2017), can act as 
a means to supplement existing energy policy and transform 
the energy efficiency market (Kontokosta, 2015). From the 
city leadership perspective, decision-makers can identify 
poor performers and design tailored and more equitable 
regulations or incentive mechanisms. From the building 
owners’ point of view, energy performance grading would 
expose them in greater market pressure, increasing the 
appreciation of energy efficiency in the real estate market. 

Unlike other industries, such as restaurant sanitation 
grading, building energy performance labelling is a com-
plex process influenced by a set of physical, mechanical, 
behavioral, and meteorological factors, as well as their 
interactions (Kontokosta, 2015; Li et al., 2014). The current 
state-of-the-art in building energy performance bench-
marking and grading for the U.S. is the Environmental 
Protection Agency’s ENERGY STAR score. Despite ENERGY 
STAR’s wide adoption by the market, its underlying model 
has been heavily criticized in recent literature (Kontokosta, 
2015; Scofield, 2014; Gao & Malkawi, 2014; Hsu, 2014). The 
critique mainly arises from the model’s high level of uncer-
tainty, poor data quality and its specification errors. In this 
paper, we use energy benchmarking data from New York 
and Washington D.C. to assess the adequacy of ENERGY 
STAR as a nationwide standard. We find that the ENERGY 
STAR model is not statistically significant when applied to 
city-specific energy data, identify the several reasons behind 
this failure, and drive a discussion on the development of 
more fair and more contextualized building energy perfor-
mance grading systems.

Critical Assessment of Energy Benchmarking Standard

In this section, we use energy disclosure data from New 
York and Washington D.C. residential building stock to test 
ENERGY STAR’s generalizability in datasets different than 
the ones used to train its benchmarking model. The ENERGY 
STAR regression model for multifamily housing stock, 
trained on 322 sample buildings across the US, is as follows:

 EUI = 140.8 + 52.57 * cUnitDensity + 24.45 *  
cBedroomPerUnit – 18.76 * LowRise + 0.009617 * 
cHDD + 0.01617 * cCDD

Where EUI is the predicted energy use intensity, 
UnitDensity is the number of units per 1,000 square feet, 
BedroomPerUnit is the number of bedrooms per unit, 
LowRise is a dummy variable being 1 if the building is lower 
than 5 stories tall and 0 otherwise, HDD are the total heating 
degree days and CDD the total cooling degree days. Prefix 
c denotes that the values are centered based on the sam-
ple’s mean value. Based on the model’s output, the energy 
efficiency ratio is defined as actual EUIactual EUI//predicted EUIpredicted EUI Finally, based 
on energy efficiency ratios’ distribution, a 0–100 ENERGY 
STAR score is calculated (ENERGY STAR, 2014).

In Figure 1, we show the ENERGY STAR model’s predictions 
against the actual EUI values for New York and Washington 
D.C. We notice that the model is not able to explain any of 
the variance in the city-specific data for both cities (hence 
the negative R2 values). Practically, such low R2 values 
make the ENERGY STAR model yield energy performance 
scores no better than grading buildings solely based on their 
deviation from the sample’s mean EUI. 

Figure 1: Model-predicted vs. actual EUI values  

and explained variance. 
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Figure 2: Total energy prediction using ENERGY STAR method (blue) 

and “naïve” sample mean model (red). 

Figure 3: EUI distributions for different ENERGY STAR grades. 

Nevertheless, the ENERGY STAR technical reference 
discusses that when the model’s output is multiplied by 
building area to predict total building energy it explains 
92.2% of the variance (ENERGY STAR, 2014). In Figure 
2, we show the ENERGY STAR model’s output multiplied 
by each individual building’s area against the total annual 
energy consumption reported (blue-colored scatter points).

The increase in R2 is evident, however this should not be 
attributed to the model’s quality. Gross floor area is a 
major—if not the most important—driver of total building 
energy consumption; hence, the higher R2 value. In fact, to 
validate the above mentioned hypothesis we calculate the 
dataset’s mean EUI, multiply it by each building’s gross floor 
area and report the goodness of fit against its actual energy 
consumption (red-colored scatterplot). We notice that in 
both New York and Washington D.C., predicting using a 
“naïve” model (i.e., assigning the sample’s mean EUI to each 
building) yields higher R2 than the ENERGY STAR method.`

It is imperative that these grades are robust and facilitate 
fair peer to peer benchmarks, especially in cases where city 
governments mandate the public display of buildings’ energy 
performance grades. We argue that ENERGY STAR algo-
rithm’s inability to generalize is due to various factors such 
as sample size, data quality, model simplicity, and improper 
feature selection that we discuss extensively in the following 
section. Besides model-specific issues, another aspect 
pertaining to building energy performance grading is the 
interpretability of the grade itself; in a sense that differences 

in grade bands should be statistically significant so that 
there is no ambiguity that an “Excellent” building is perform-
ing better than its “Very Good” peer. In the authors’ opinion, 
the 0–100 scale used in ENERGY STAR scoring model is 
not ideal; not only due to the uncertainty between different 
scores (based on the findings in Figure 1) but also due to its 
granularity that makes it harder for interested stakeholders 
to interpret. In Figure 3 we show the EUI boxplots for the 
different ENERGY STAR score grades. Although the trend 
is consistent, with higher scores associated with lower EUI 
values, we notice that differences in median EUI values are 
not easily distinguished, especially for mid-tier performing 
buildings (scores ranging from 30–60).

The Need For a Paradigm Shift

Driven by the findings in Section 2, here we discuss the 
main drawbacks and faults of the predominant approach in 
building energy benchmarking (i.e., ENERGY STAR), and 
drive the discussion for a needed paradigm shift toward 
more fair, robust, and contextualized grading schemes. 
Current methods’ limitations lie on two axes: (a) the 
properties of the benchmarking algorithms, and (b) the 
nature of the data used to train the benchmarking models. 
Specifically, we identify five key areas where machine 
learning and city-specific building energy data can be used 
to develop novel energy performance indicators (Figure 4).

Starting from the statistical learning algorithms used to 
benchmark energy performance, ENERGY STAR is built 
on a linear regression model. Nonetheless, the relationship 
between energy consumption and building characteristics 
is oftentimes non-linear (Kontokosta, 2015), making linear 
models unable to capture it. We argue that more complex 
machine learning models are more appropriate for building 
energy performance benchmarking. Artificial neural net-
works (Melo et al., 2014) and tree-based ensemble learning 
methods (Papadopoulos et al., 2018b), for instance, have 
shown promising results, outperforming linear methods. 
Tree-based ensemble learning algorithms (e.g., Random 
Forests or Gradient Boosted Regression Trees) in particular, 
unlike artificial neural networks, account for the issue of 
model interpretability to a great extent, adding transparency 
in the benchmarking process.

Data, both in terms of quantity and quality, is another 
issue related to the ENERGY STAR method. The model 
utilizes data from a nationwide survey, assuming that the 
interactions between building characteristics and energy 
consumption are homogeneous within the entire national 
building stock. However, this is not a valid assumption 
contradicting recent research findings; in a 2017 study 
(Papadopoulos et al., 2017)  the authors showed that the 
relationship between building characteristics, such as age 
and size, and energy use intensity varies significantly from 
city to city. Furthermore, the data sample used to train the 
ENERGY STAR model is relatively small (i.e., 322 residential 
properties). In Section 2, where we evaluated the ENERGY 
STAR’s generalizability, we applied its model on 8,859 and 
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450 buildings, in New York and Washington D.C., respec-
tively. In the age of big data and energy disclosure that the 
amount of information generated and gathered is unprece-
dented, it is only logical that benchmarking models, whether 
national or regional, should be trained on richer data 
samples. Regarding data quality, energy disclosure policies 
mandate the reporting of a detailed building feature list, 
from physical properties to occupancy and fuel quality mix. 
All these pieces of information can (and should) be incorpo-
rated in benchmarking models to better explain variations in 
energy performance. Currently, ENERGY STAR model uses 
five features, overlooking a multitude of building physical 
properties as well as the relative use of different fuel types.  

Figure 4: Areas of improvement in energy benchmarking methods. 

The last, but not least, significant aspect of energy bench-
marking is the communication of the results to a wide and 
diverse range of stakeholders, such as building owners, 
potential tenants, and city executives (Kontokosta, 2015). 
The 1–100 scale used in ENERGY STAR presents a granular 
numerical rating that might be subject to the model’s uncer-
tainty to a great extend (Hsu, 2014) and in various cases 
distinction between grade bands is unclear (see Figure 
3). To address this issue, we argue that a simpler, more 
intuitive letter-grade scale would be more appropriate to 
showcase differences in building energy performance levels. 
Unsupervised learning algorithms can be used to cluster the 
energy performance ratios and assign each building to its 
corresponding energy performance band.

As the need for climate change mitigation increases, 
decision-makers are turning towards more aggressive 
policy frameworks to reduce buildings’ carbon footprint 
and transform the energy efficiency market. Awareness-
raising campaigns are evolving to regulations, and energy 
disclosure mandates move towards public-facing building 
energy performance exposure. Transparency, robustness, 
and fairness should be the core principles of such policies in 
order to be seamlessly integrated into existing frameworks 
(Borgstein et al., 2016). We show that the data abundancy 
from energy disclosure laws, in combination with the 
appropriate analytical methods can be used to develop 
more accurate and contextualized building energy grading 
systems, accounting for the factors driving energy efficiency 
in individual cities.

Conclusion

Cities across the US and worldwide are mandating energy 
disclosure laws to better understand how energy is con-
sumed in the built environment. The abundant data streams 
from such laws constitute an unprecedented opportunity 
to: (a) assess the robustness of the state-of-the-art building 
energy benchmarking and energy performance grading 
methods, and (b) propose novel approaches to address the 
limitations of existing methods.

In this work, we used energy disclosure data from New York 
and Washington D.C. to show that ENERGY STAR, the pre-
dominant energy benchmarking model in the US, is not able 
to generalize when applied to city-specific data making its 
estimates uncertain and unreliable. Following, we identified 
the key elements that limit ENERGY STAR’s generalizabil-
ity and proposed a roadmap towards a paradigm shift in 
building energy performance grading. Our proposition is 
that a combination of city-specific building energy data 
and machine learning algorithms would add robustness, 
transparency, and fairness in the way the market perceives 
building energy performance. 
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